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Abstract 

In three spatial cueing experiments, we investigated whether a negative search 

criterion (i.e., a task-relevant feature that negatively defines the target) can guide visual 

attention in a top-down manner. Our participants searched for a target defined by a negative 

feature (e.g., red if the target was a nonred horizontal bar). Before the target, a peripheral 

singleton cue was shown at the target position (valid condition) or a nontarget position 

(invalid condition). We found slower reaction times in valid than invalid trials only with 

singleton cues matching the negative feature. Importantly, we ruled out that participants 

searched for target-associated features instead of suppressing the negative feature 

(Experiment 1). Furthermore, we demonstrated that suppression of cues with a negative 

feature was stronger than mere ignorance of singleton cues with a task-irrelevant feature. 

Finally, cue-target intervals of 60 ms and 150 ms elicited the same suppression effects for 

cues matching the negative feature. These findings suggest that the usage of a negative 

search criterion elicited feature-selective proactive suppression (Experiments 2 and 3). Thus, 

our results provide first evidence of top-down attentional suppression dependent on current 

task goals as a strategy operating in parallel to the goal-directed search for target-defining 

features (Experiment 2). 

Keywords: visual attention, inhibition, top-down, contingent capture of visual 

attention, suppression 

Word count: 12,233 
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Public Significance Statement: 

Previous research indicated that even if features should be ignored, the to-be-ignored 

features nevertheless capture attention. However, we showed that if participants searched 

for a target defined by a negative feature (i.e., the target was a nonred horizontal bar), the 

negative feature (here: the color red) was actively suppressed during attentional guidance. 

Our results extend the knowledge of attentional guidance by showing selective suppression 

of task-relevant features that negatively define the target. 
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Unseeing the White Bear: Negative Search Criteria Guide Visual Attention Through Top-

Down Suppression 

Any goal-directed behavior leads to selecting task-relevant stimuli while ignoring 

irrelevant ones (Geng, 2014). Thus, ignoring task-irrelevant stimuli is a necessary by-product 

of attending to goal-relevant stimuli (cf. Desimone & Duncan, 1995). However, task-irrelevant 

stimuli might also be actively suppressed during visual search (Cepeda et al., 1998; Gaspelin 

et al., 2015, 2017; Gaspelin & Luck, 2018; Ruff & Driver, 2006). Whereas ignoring refers to not 

attending a task-irrelevant stimulus, actively suppressing implies down-regulating sensitivity 

below a default baseline (Chelazzi et al., 2019). So far, studies have identified three primary 

candidates for sources of suppression. 

First, suppression of known distractor features can emerge from statistical learning 

based on location (Wang & Theeuwes, 2018a, 2018b) or feature regularities (Stilwell et al., 

2019). Second, distractor feature interference is reduced over time, suggesting that 

suppression of to-be-ignored features emerges with practice (Vatterott & Vecera, 2012). 

Third, irrelevant stimuli might be voluntarily suppressed depending on an observer’s 

intention to ignore them (Arita et al., 2012). However, evidence for such voluntary (or 

controlled) top-down suppression is yet limited (de Vries et al., 2019) or could be 

alternatively explained. For example, studies showed that participants re-code 

foreknowledge about a distractor feature into (more accessible) positive target features or 

locations (Beck & Hollingworth, 2015; Becker et al., 2015; but see Carlisle & Nitka, 2019). To 

understand this, suppose participants are informed that a distractor is always red, and the 

target is always blue, grey, or yellow. In that case, participants could neglect the distractor 
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information and search for the target by its possible colors. As a result, the to-be-ignored 

feature becomes unnecessary and, thus, would no longer influence visual attention. A 

second alternative explanation for the voluntary suppression of distractor features offers 

the search-and-destroy hypothesis (Moher & Egeth, 2012).  

According to this hypothesis, task-irrelevant distractors initially capture attention 

before their suppression (cf. Cunningham & Egeth, 2016; Tsal & Makovski, 2006). Such initial 

unwanted allocation of attention towards to-be-ignored stimuli has been described as the 

attentional white bear effect (Tsal & Makovski, 2006). This term refers to the well-known 

paradox that attempting to ignore an unwanted thought (e.g., a white bear) paradoxically 

prompts its mental representation (Wegner et al., 1987). Similarly, Tsal and Makovski (2006) 

found that initially, attention was automatically allocated towards an expected but to-be-

ignored location. Subsequent studies further substantiated the search-and-destroy 

hypothesis with to-be-ignored but entirely task-irrelevant salient distractors (cf. Beck et al., 

2018; Moher & Egeth, 2012). Therefore, evidence for voluntary suppression before target 

onset can, for example, only be found with relatively long intervals between to-be-

suppressed distractor and target (Tanda & Kawahara, 2019).  

To sum up, evidence is convincing that implicit processes such as habituation, 

statistical learning, or experience with distractor features evoke suppression of task-

irrelevant stimuli, even if salient. However, whether an observer’s intention to ignore a 

distractor feature can trigger active suppression is less clear. Therefore, we addressed this 

open question in the current study. 
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In three spatial cueing experiments, we investigated top-down suppression with a 

not-to-be-selected feature that cannot be re-coded into a positive, target-defining feature. 

To note, if participants are only told what not to look for, but re-coding is not an option, they 

cannot directly search for the target by other known features. Therefore, the not-to-be-

selected feature becomes necessary to identify the target – that is, it is task-relevant and 

should, thus, influence attentional guidance (cf. Wolfe, 2021). In response to instructions 

about task-relevant features, usually, participants set up attentional control settings that 

lead to involuntary capture of visual attention by features matching the instructions (cf. Folk 

et al., 1992). However, task-relevant features that negatively define the target (i.e., negative 

search criteria) might impact attentional guidance differently. For example, suppose you are 

shopping for new shoes. You might be undecided about the color but determined not to buy 

white ones as they quickly get dirty. In this situation, besides the known category (shoes), 

the target is negatively defined (non-white). Using this known nontarget feature would be 

helpful to find appropriate shoes, as no additional positive target information is available. 

Nevertheless, an attentional control setting to search for white shoes would not be 

beneficial. It would lead to the capture of attention by the not-to-be-selected color. In 

contrast, a negative search criterion or an attentional control setting to suppress or guide 

attention away from the negative feature would serve the purpose. To find out if this is 

possible, in the current study, we investigated the influence of negative search criteria on the 

guidance of visual attention. Thereby, we aim to provide new insights into how knowing 

what not to look for contributes to attentional control. 
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In our study, a negative search criterion is necessary to successfully identify the 

target. Thus, it comprises task-relevant information on what the target will not look like. For 

example, in Experiment 1, participants were told to search for the horizontal bar that was not 

red, and two horizontal bars were presented in each target display. One of the bars had the 

pre-defined negative color (e.g., red). The other bar had an alternative color from a set of 

three (e.g., green, grey, and yellow) that unforeseeably changed from trial to trial. Of course, 

participants could have learned the target-defining colors across trials. Therefore, each of 

the three possible target colors was shown in each target display, alternately defining the 

target or one of the two remaining distractors. Hence, it would not have been expedient to 

search for the target by its color. Thereby, we ensured that the negative search criterion was 

task-relevant and not translatable into to-be-searched-for features. Moreover, using such an 

experimental task, we paved the way for examining top-down guidance of visual attention 

by features that negatively define the target. 

Experiment 1 

First, we investigated how colors influence attentional allocation if they negatively 

define the target and are necessary to identify the target. We will use the term negative 

search criterion for a task-relevant feature that negatively defines the target. Moreover, 

features that match the negative search criterion will be referred to as negative features. 

In all experiments, we measured attentional allocation with peripheral singleton cues 

that preceded the search display and were not predictive of the target position. With four 

possible target positions, our cue preceded the target at the same (valid condition, 25% of all 
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trials) or a different position (invalid condition, 75% of all trials). Based on this spatial cue-

target relation, we calculated the validity effect – a standard measure for quantifying 

attentional allocation – by subtracting mean reaction times in valid from invalid trials (cf. 

Büsel et al., 2020). 

According to the contingent-capture hypothesis (Folk & Remington, 1998; Folk et al., 

1992), attentional capture directly depends on a feature’s task relevance (i.e., its match to a 

search criterion). Usually, salient stimuli that pop out in at least one feature dimension (i.e., 

singletons; e.g., a green stimulus among several red stimuli) elicit a strong attend-to-me 

signal irrespective of task goals (Sawaki & Luck, 2010; cf. Theeuwes, 1992). However, it has 

been shown that a feature’s task relevance also determines whether physically salient stimuli 

capture or not capture attention (Folk et al., 1992; Schoeberl et al., 2019). 

For example, suppose you are searching for a red target. In that case, a red target-

preceding singleton cue will automatically capture attention depending on its fit to an 

attentional control setting for red. Consequently, a (matching) red cue produces a positive 

validity effect due to faster reaction times if the target appears at a cued (valid trial) than 

uncued position (invalid trial). In contrast, task-irrelevant singletons (e.g., green singleton 

cues when searching for red targets) are usually successfully ignored in this situation (Folk & 

Remington, 1998; Goller et al., 2016). Thus, such nonmatching cues typically produce no 

significant validity effects. However, singleton cues might also produce inverse validity 

effects if they are suppressed (Lamy et al., 2004). It has been shown that visual processing is 

diminished at a suppressed distractor’s location Chelazzi et al. (2019). Thus, suppose a 

negative search criterion elicits suppression dependent on an attentional control setting that 



TOP-DOWN SUPPRESSION  
9 

already applies before the target display’s onset. In that case, reaction times would be 

slower in valid than invalid trials, resulting in an inverse validity effect. 

In Experiment 1, we used three distinct singleton cues to examine attentional control 

settings for negative search criteria. First, we used cues with features that matched the 

negative search criterion (negative cues). For example, negative cues were red if participants 

searched for a nonred target. Second, we used cues with a task-irrelevant feature 

(nonmatching cues) to distinguish the effects of ignoring and top-down suppression. 

Notably, task-irrelevant cues might also lead to an inverse validity effect (Carmel & Lamy, 

2014; Schoeberl et al., 2018). However, inverse validity effects should be more pronounced 

for negative than nonmatching cues if top-down suppression applies (cf. Chelazzi et al., 

2019). Third, we used cues with one of the three possible target colors (possible-target-color 

cues) to control once more for the negative search criterion’s task relevance. For example, 

our participants searched for a negatively defined target (i.e., a nonred horizontal bar) with 

one of three possible target colors (e.g., blue, yellow, or grey) changing from trial to trial. In 

this case, in Experiment 1, possible-target-color cues were always blue. In other words, 

possible-target-color cues had one of the three colors a target could have. Suppose 

participants actively searched for the target by its three possible colors rather than relying 

on the negative search criterion (here, e.g., the target’s being not red). In that case, such 

possible-target-color cues would correspond to matching cues. Therefore, they should 

produce standard top-down-contingent capture – that is, positive validity effects (cf. Folk & 

Remington, 1998; Irons et al., 2012; Kerzel & Witzel, 2019). It might also be that such positive 

validity effects are only evident near the experiment’s end. Then, chances were theoretically 
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the highest that participants had finally learned the possible target colors and how to search 

for them effectively. Therefore, we also conducted an exploratory block analysis which is 

shown in the Appendix to shed further light on how top-down attentional guidance by 

negative versus positive search criteria evolved throughout the experiment. 

Method 

Participants 

For Experiments 1-3, we conducted a generalized extreme Studentized deviate (ESD) 

test (Rosner, 1983) for mean individual error rates to detect one or more outliers. 

Participants were excluded if the generalized ESD test’s result was significant (α = .5). All 

participants received course credits for completing the task, were naïve to the purpose of 

the experiment, and were treated in compliance with the Declaration of Helsinki’s ethical 

standards. Participants had normal or corrected to normal visual acuity, no red-green 

deficiency, and gave written informed consent before the experiment. 

According to G*Power (Faul et al., 2007), a sample size of 20 was required to detect 

an effect size of Cohen’s d = 0.9 for a two-sided one-sample t test with a significance level of 

α = .05 and statistical power of 95%. To our knowledge, no previous studies investigated the 

influence of negative search criteria on visual attention using peripheral cues. Therefore, we 

used half of the mean effect size reported in a meta-analysis on contingent capture studies 

(Büsel et al., 2020) where the influence of (positive) search criteria on attentional guidance is 

investigated in a similar design as in the current study. We only used half of the mean effect 

size, as previous studies have shown that negative features guide attention less effectively 
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than positive ones (cf. Arita et al., 2012; Rajsic et al., 2020). Additionally, we used an 

independently chosen minimum effect size of interest (here: 20 ms) to estimate the achieved 

statistical power for each experiment (cf. O’Keefe, 2007). To reach a high precision, we used 

simulations to account for several factors (e.g., the actual trial number for each experimental 

condition per participant and the experiment’s reaction time distribution) that influence the 

statistical power (Arnold et al., 2011) but are only available after data collection. Noteworthy, 

we used the term “achieved power” to differentiate between the flawed approach of post 

hoc power calculations based on the obtained effect size and our simulation approach based 

on an independently chosen effect size. More details about our simulation approach can be 

found in the Appendix. 

In Experiment 1, we tested three negative color conditions as we were interested in 

whether colors differ in their susceptibility to top-down suppression. Thus, for each negative 

color condition, we tested 20 participants at least, resulting in a sample size of 60. However, 

we did not send away participants who had already registered if the sample size per negative 

color condition was smaller than 25. 

After excluding two participants due to a high error rate (outlier 1 = 61% errors, 

R1 = 3.79, p = .004, outlier 2 = 55% errors, R2 = 3.59, p = .010), sixty-three participants were 

analyzed (42 females; MdnAge = 21 years, range 18–39 years). Within experimental conditions, 

the average intraclass correlation 1 (ICC1) was .06, and the intraclass correlation 2 (ICC2) was 

.88. Across all experimental conditions, the ICC1 was .06, and the ICC2 was .98. A value of .80 

for the ICC2 is recommended (cf. Brysbaert, 2019). 
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Apparatus and Stimuli 

The experiment was conducted in a dimly lit room. Participants used a chin rest to 

maintain a stable viewing distance at 57 cm and a hearing protection against possible 

background noise. Stimuli were generated and controlled with PsychoPy3 (Peirce et al., 

2019) and displayed on an LCD monitor, with a resolution of 1,920 x 1,080 pixels (54.4 x 30.3 

cm) and a refresh rate of 100 Hz. Stimuli displays consisted of four stimuli presented at the 

corners of an imaginary rectangle centered on the screen. All stimuli were presented with a 

horizontal and vertical offset of 4° visual angle from the screen center and were displayed 

against a dark grey background (CIELAB color space: L* = 35, a* = 0, b* = 0). 

Each trial started with a fixation display, followed by the cueing display consisting of 

four disks (2° diameter). Each disk was surrounded by a white (L* = 140, a* = 0, b* = 0) ring 

(3.5° diameter). One of the disks was the singleton cue which had a different color than the 

three grey (L* = 70, a* = 0, b* = 0) nonsingleton disks. We used three cue conditions 

(negative vs. nonmatch vs. possible-target-color), and all cues were singletons. The negative 

cue had the negative color. The possible-target-color cue had one of three possible target 

colors (but only one color per participant). The nonmatching cue’s color was task-irrelevant 

and, thus, never occurred in the target display. The singleton cue colors were red (L* = 70, 

a* = 99, b* = 90), green (L* = 70, a* = −70, b* = 67), and blue (L* = 70, a* = 25, b* = −110). 

However, their function depended on the definition of the negative color. For example, if 

participants searched for the nonred horizontal bar, the negative cue was red, the 

nonmatching cue was green, and the possible-target-color cue was blue. The cue appeared 

at each of the four positions equally often. Also, cue positions varied pseudo-randomly 
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between trials, independently of target positions. Therefore, cue and target positions were 

the same in 25% of all trials (valid trials) and different in 75% of all trials (invalid trials). 

An additional display was presented between cueing and target display, consisting of 

four white disks (3.5° diameter), one per each of the four positions. This display was 

implemented to prevent perceptual facilitation or color-merging of stimuli between cueing 

and target display. Throughout the current study, we will refer to this display as a masking 

display. 

The target display consisted of two vertical and two horizontal bars (each 0.5° wide 

and 1.5° long). One of the horizontal bars had the negative color. This bar was never the 

target. We used three negative colors (red, green, or blue) that were counter-balanced 

across participants. In the red and blue negative color conditions, per each target display, the 

bars were red, yellow (L* = 70, a* = 0, b* = 73), blue, and grey. In the green negative color 

condition, in each target display, the bars were green, red, grey, and yellow. Each bar had a 

white contour (0.03°). The colors and orientations appeared equally often at each of the four 

possible target positions. The target color and position changed pseudo-randomly from trial 

to trial. Each bar was surrounded by a white ring with a gap at one of four possible positions 

(up, down, left, right). Each gap position appeared only once per target display and was 

pseudo-randomized so that each one appeared almost equally often at each stimulus 

position. However, each of the four gap positions appeared equally often at the target. 
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Procedure 

We instructed our participants to search for a nonred horizontal bar and report the 

gap position in the ring surrounding the target. The gap position was reported with the 

arrow keys on a standard computer keyboard (e.g., press arrow left when the ring’s gap is 

left). 

Each trial started with a central fixation dot that remained visible on the screen until 

the trial ended. Then the cueing display was presented for 50 ms, followed by the masking 

display (150 ms). Next, the target display was shown, consisting of four bars in different 

colors. The bars were presented for 200 ms, while the surrounding rings were presented for 

400 ms to ease recognizing the gap position (i.e., the response criterion). Then a response 

display was shown until participants pressed an arrow key or until timeout (1.5 s). 

Participants received written feedback displayed on the screen for each correct (“Richtig!” 

[Wrong!]) and wrong (“Falsch!” [Wrong!]) response. In addition, if they did not respond 

before the timeout, the words “Zu langsam, bitte schneller reagieren” [Too slow, please 

react faster.] were presented. The procedure for Experiment 1 is shown in Figure 1. 

Participants started with practice trials. After a minimum of 25 practice trials, data 

acquisition started once participants performed 80% correct or better. We used three 

different between-participants negative color conditions (red, green, and blue). The red and 

green negative color condition comprised 864 trials with three self-paced breaks after every 

216 trials. The blue negative color condition consisted of 1,440 trials for a more reliable  
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Figure 1 

Illustration of an Invalid Trial in Experiment 1 

 

Note. The stimuli are drawn to scale, but the display is cropped. Depicted cueing displays 

correspond to the three cue conditions (from top to bottom: negative, nonmatching, 

possible-target-color cue). In the target display, one horizontal bar had the negative color. 

The target was horizontal, too. However, its color varied unforeseeably from trial to trial 

(here, the target color changed between blue, yellow, and grey). Participants had to report 

the gap position in the white ring surrounding the target. 

 

measurement (cf. Brysbaert & Stevens, 2018) with five self-paced breaks after every 240 

trials. 

Data Analysis 

We used R (Version 4.0.5; R Core Team, 2020) and the R-packages broom (Version 

0.7.6.9001; Robinson et al., 2020), data.table (Version 1.14.0; Dowle & Srinivasan, 2020), 
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emmeans (Version 1.6.0; Lenth, 2020), ggplot2 (Version 3.3.3; Wickham, 2016), and lme4 

(Version 1.1.27; Bates et al., 2015) for data analysis. 

We calculated effect sizes from one-sample t tests as the group mean divided by the 

standard deviation. In addition, effect sizes were corrected using Hedges’s correction factor 

(Hedges, 1981) as recommended by Cumming (2012) for small samples. Reaction times and 

validity effects were analyzed with linear mixed-effects models, which have more statistical 

power than analyses of variance (ANOVAs) if the design is unbalanced1 (cf. Brown, 2021; 

Kliegl et al., 2010). We evaluated the best fitting models based on the result of hierarchical 

model comparisons using Likelihood Ratio Tests. Thereby, we tested which effects had to be 

included into our models to describe our data best (Meteyard & Davies, 2020). 

In Experiment 1, we used two independent within-subject variables: cue condition 

(negative vs. nonmatch vs. possible-target-color) and validity (valid vs. invalid). Our main 

dependent variables were reaction times and error rates. Additionally, we calculated a 

validity effect as our main parameter of attentional allocation. 

 

1 The designs in the current study are all unbalanced due to the smaller number of valid 

compared to invalid trials (25% vs. 75%, respectively). 
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Results 

In all experiments, we excluded reaction times below 150 ms and over 1.5 s (fast 

guesses and timeouts). In Experiment 1, we excluded 3.26% trials and analyzed only reaction 

times on correct trials (19.92% wrong trials excluded). 

Reaction Times 

Reaction times were analyzed using a linear mixed-effects model. We included cue 

condition and validity as fixed factors and random by-participant intercepts as a random 

factor. Hierarchical model comparisons showed that a model including an interaction 

between cue condition (negative vs. nonmatch vs. possible-target-color) and validity (valid 

vs. invalid) fitted the data significantly better than a model with only a main effect of cue 

condition, χ2(2) = 24.55, p < .001. This interaction was driven by a different validity effect (i.e., 

difference between valid and invalid trials) between cue conditions (see Validity Effect 

Analysis for a detailed post hoc analysis of this interaction). Adding a main effect of negative 

color condition did not significantly improve the model fit, χ2(2) = 2.83, p = .243. Therefore, 

we analyzed data collapsed across all negative color conditions (but see Appendix for 

plotted mean reaction times for each negative color condition). The mean reaction times of 

correct trials for each experimental condition and more details about significant differences 

between conditions of Experiment 1 are shown in Figure 2. 

Validity Effects 

We calculated a validity effect for each participant and each cue condition separately. 

Validity effects were analyzed with a linear mixed-effects model. Hierarchical model  
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Figure 2 

Mean Reaction Times of Correct Trials for Each Experimental Condition of Experiment 1 

 

Note. The violin plots represent the distributions of the individual mean reaction times. The 

error bars represent 95% CIs for the mean comparisons of all conditions, adjusted using 

Tukey’s honestly significant difference (HSD; cf. Salkind, 2010). There is only one error bar for 

the largest and smallest value, as they cannot be compared with a more extreme mean. The 

difference between conditions is significant if the error bars do not overlap. 

comparisons showed that a model including cue condition as a fixed factor and a random by-

participant intercept described the data significantly better than a model without a main 

effect of cue condition, χ2(2) = 23.14, p < .001. We found a significant main effect of cue 

condition consisting of a significant inverse validity effect for negative cues, while 

nonmatching and possible-target-color cues produced no significant validity effects. Again, 
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we analyzed data collapsed across all negative color conditions, as there was no significant 

effect of negative color condition on the validity effects (but see Appendix for plotted 

validity effects for each negative color condition). For post hoc analyses, we used two-sided 

one-sample t tests to investigate whether the validity effects differed significantly from zero. 

Moreover, we conducted two-sided one-sample t tests to test if validity effect differences 

between cue conditions are significantly different from zero. For all analyses, we used a 

significance level of α = .05 and corrected p values for multiple comparisons using the 

procedure of Benjamini and Yekutieli (2001). 

A Shapiro-Wilk test for normality showed that the validity effect and the validity effect 

differences were normally distributed in all cue conditions (all p values > .112). We found a 

statistically significant inverse validity effect for negative cues, M = −20 ms, 95% CI [−29, −11], 

SD = 36 ms, t(62) = −4.40, p < .001, dunb = −0.55 [−0.82, −0.29]. Based on our simulations, the 

estimated achieved statistical power to find a validity effect of −20 ms for negative cues as 

significant (α = .05) was 98%. In contrast, we found no significant validity effect for 

nonmatching cues, M = −7 ms, 95% CI [−15, 0], SD = 30 ms, t(62) = −1.95, p = .152, dunb = −0.24 

[−0.5, 0.01] or possible-target-color cues, M = 6 ms, 95% CI [−1, 13], SD = 29 ms, t(62) = 1.69, 

p = .177, dunb = 0.21 [−0.04, 0.46]. Compared to valid and invalid trials with nonmatching cues 

that had neutral attentional priority, respectively, stronger inverse validity effects for 

negative cues were driven by slower reaction times in valid trials, M = 14 ms, 95% CI [6, 23], SD 

= 33 ms, t(62) = 3.46, p = .003, dunb = 0.43 [0.18, 0.69], instead of faster reaction times in 

invalid trials, M = −5 ms, 95% CI [−11, 0], SD = 21 ms, t(62) = −2.12, p = .057, dunb = −0.26 [−0.52, 

−0.01]. 
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Figure 3 

Mean Validity Effects for Each Cue Condition of Experiment 1 

 

Note. The violin plots represent the distributions of the individual mean validity effects. The 

short error bars represent the 95% CIs for the one-sample t test against zero (grey dashed 

line). The long error bars represent 95% CIs for the comparisons between conditions, 

adjusted using Tukey’s HSD. The largest and smallest values have only one error bar, as they 

cannot be compared with a more extreme mean. The difference between conditions is 

significant if their error bars do not overlap. 

Furthermore, we found statistically significant validity effect differences between possible-

target-color cues and negative cues, Δ 26 ms, 95% CI [15, 37], SD = 44 ms, t(62) = 4.73, p < .001, 

dunb = 0.59 [0.33, 0.86] and between nonmatching and negative cues, Δ 13 ms, 95% CI [2, 23], 

SD = 42 ms, t(62) = 2.40, p = .036, dunb = 0.30 [0.05, 0.55]. The validity effect difference 

between possible-target-color and nonmatching cues was also statistically significant, Δ 
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13 ms, 95% CI [4, 23], SD = 38 ms, t(62) = 2.78, p = .020, dunb = 0.35 [0.09, 0.6]. Figure 3 shows 

the mean validity effects for each cue condition of Experiment 1 with error bars representing 

95% CIs. The validity effect difference between cue conditions is significant if the error bars 

do not overlap.2 

Error Rates 

Error rates were analyzed using a generalized linear mixed-effects model with a 

binomial link function, and we included cue condition, validity, and negative color condition 

as fixed factors and random by-participant intercepts into our hierarchical model 

comparisons. We found that a model including a main effect of cue condition described the 

data significantly better than a model without this main effect, χ2(2) = 12.42, p = .002. This 

main effect was driven by significantly lower error rates in trials with negative cues 

compared to possible-target-color cues, M = −1.26%, 95% CI [−1.97, −0.56], SD = 0.03%, 

t(62) = −3.60, p = .003, dunb = −0.45 [−0.71, −0.19] and nonmatching cues, M = −0.90%, 95% CI 

[−1.57, −0.24], SD = 0.03%, t(62) = −2.73, p = .023, dunb = −0.34 [−0.6, −0.09]. We found no 

significant error rate difference between trials with possible-target-color cues and 

nonmatching cues. Adding an additional main effect of validity or negative color condition  

 

 

2 Generally, CIs can be misleading when used for comparisons. However, the CIs we plotted 

are based on the comparison arrows from the R package emmeans. These CIs indicate a 

significant difference adjusted for multiple comparisons (if applicable). 
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Figure 4 

Mean Error Rates of Experiment 1 

 

Note. The violin plots show the distributions of the individual mean error rates. The error bars 

represent the 95% CIs for all mean comparisons, adjusted using Tukey’s HSD. There is only 

one error bar for the largest and smallest value, as they cannot be compared with a more 

extreme mean. The difference between conditions is significant if the error bars do not 

overlap. 

did not further improve the model fit (all p values >= .114). For Experiment 1, the mean error 

rates for each experimental condition are shown in Figure 4. 

Discussion 

In Experiment 1, we found inverse validity effects for singleton cues with a negative 

color and no evidence for attentional capture or suppression by cues with a possible target 
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color and nonmatching cues (no significant validity effects). Additionally, validity effects 

were significantly different between negative and nonmatching cues. These findings indicate 

that negative cues were top-down suppressed dependent on the negative search criterion. 

This interpretation was also supported by slower reaction times in valid trials with negative 

cues than invalid trials with nonmatching cues that had neutral attentional priority indicated 

by a nonsignificant validity effect. In contrast, faster reaction times in invalid trials with 

negative than nonmatching cues could have indicated that negative cues were not 

suppressed, but the remaining possible target positions were facilitated. Furthermore, our 

results underscore the difference between passive ignoring task-irrelevant features and top-

down suppression of task-relevant negative features (cf. Chelazzi et al., 2019). Moreover, 

validity effects were significantly different between nonmatching and possible-target-color 

cues. However, since neither the possible-target-color cue nor the nonmatching cue 

captured attention or was suppressed, it is hard to interpret this difference in the context of 

attentional guidance. 

After Experiment 1, two questions were still open. First, it was suggested that 

suppression might result from a two-stage search-and-destroy process consisting of initial 

capture of attention followed by active suppression (Moher & Egeth, 2012). Thus, our 200 ms 

cue-target interval might have been long enough to cover attentional capture by negative 

cues before their suppression. In contrast, however, it has been argued that top-down 

attentional control might prevent even initial salience-driven capture of attention (Sawaki & 

Luck, 2010, 2011). Therefore, a negative feature may evoke suppression even at the earliest 

visual processing stages. Thus, in Experiment 2, we aimed to replicate our results with cue-
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target intervals of 150 ms and 60 ms to make it more likely to detect early attentional capture 

by negative features before their suppression. 

Second, in Experiment 1, we selectively tested for top-down attentional guidance by 

the negative search criterion. However, our targets were also consistently defined by a 

positive target feature (here, orientation). Therefore, the search process was presumably 

guided by a combination of features, one positive criterion for the (capture by) orientation 

and one negative criterion for the (suppression of) color simultaneously. Alternatively, the 

need to suppress one feature (here, the negative color) might also affect the ability of 

participants to simultaneously search for other target features (here, the horizontal 

orientation). Thus, in Experiment 2, besides cues with the negative feature, we additionally 

used cues with the positive target feature. Thereby, we aimed to examine whether a 

combination of negative and positive features can simultaneously guide visual attention in 

opposite ways (suppression vs. capture). 

For example, suppose attentional control settings for the positive and for the 

negative feature can be simultaneously maintained and applied. In that case, we should 

observe positive validity effects (i.e., top-down contingent capture) for cues with the 

positive target feature (cf. Folk et al., 1992; for a review, see Büsel et al., 2020) and again 

inverse validity effects for cues with the negative feature. Alternatively, using a negative 

search criterion might prevent the simultaneous search for other known target features. In 

that case, cues with a positive target feature would produce neutral validity effects. 
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Experiment 2 

Method 

Participants 

Twenty-one participants took part in this experiment in return for course credits, but 

we excluded one participant due to a high error rate (33% errors, R1 = 3.79, p = .004). 

Therefore, we analyzed data of 20 participants (15 females; MdnAge = 21 years, range 18–28 

years). In Experiment 2, 64 (SD = 5) valid trials in each cue condition remained on average. 

Within experimental conditions, the average ICC1 was .09, and the ICC2 was .90. Across 

experimental conditions, the ICC1 was .06, and the ICC2 was . 99. 

Stimuli and Procedure 

In Experiment 2, we used the same stimuli as in Experiment 1, with four exceptions. 

First, the cueing display consisted of four oriented bars with white contours. One bar was the 

singleton cue, and three were homogeneous nonsingletons. Second, we used only two cue 

conditions (negative vs. matching-orientation). The negative (color-)singleton cue was red 

and had the same orientation as the nonsingletons in the cueing display (right-tilted or left-

tilted). In half of all trials, the grey cue nonsingletons were right-tilted, and in the other half, 

they were left-tilted. Their orientation changed randomly from trial to trial. The target-

matching orientation (here, expected to be top-down matching) singleton cue was grey (an 

irrelevant color) and horizontal, which was the target orientation. Third, due to relatively 

substantial error rates in Experiment 1, we decreased all bars’ width (0.3°) to make it easier 

to perceive their orientation. Lastly, we used cue-target interval (long vs. short) as an 
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additional independent within-subject variable in addition to cue condition (negative 

vs. matching-orientation) and validity (valid vs. invalid). Cue-target-intervals were 

manipulated blockwise (60 ms vs. 150 ms) by presenting the masking display for 10 ms or 

100 ms, leaving the cue presentation time constant (50 ms). Each cue-target interval block 

consisted of 576 trials, and the block order was counterbalanced across participants. 

Participants started with practice trials, and data acquisition started once their 

accuracy level reached 80% or above. Each participant completed 1,152 trials with five self-

paced breaks in between. The procedure of Experiment 2 is shown in Figure 5. 

Figure 5 

Illustration of an Invalid Trial in Experiment 2 with a Negative and Matching Cue 

 

Note. The stimuli are drawn to scale, but the display is cropped. In the target display, the 

distractor with the negative color was always red and horizontal. The target (a nonred 

horizontal bar) was also always horizontal but changed its color unpredictably from trial to 

trial. Participants had to report the gap position in the white ring surrounding the target. 
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Results 

We removed trials with timeouts and too fast responses (1.47%) as well as wrong trials 

(9.12%) from further data analysis. 

Reaction Times 

Reaction times were analyzed using a linear mixed-effects model, and we included 

the fixed factors cue condition, validity, and cue-target interval as well as random by-

participant intercepts into our hierarchical model comparisons. We found that a model 

including an interaction between cue condition and validity described our data significantly 

better than a model including only main effects of these fixed factors, χ2(2) = 8.58, p = .014. 

This interaction was driven by faster reaction times in valid than invalid trials for matching-

orientation cues. In contrast, reaction times were slower in valid than invalid trials for 

negative cues (for post hoc tests of this interaction see Validity Effects analysis below). 

Adding a main effect of cue-target interval did not further improve the model fit, χ2(1) = 3.52,  

p = .061, indicating that cue-target interval did not significantly influence the reaction times. 

For Experiment 2, the mean reaction times of correct trials for each experimental condition 

and more details about significant differences between conditions are shown in Figure 6. 
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Figure 6 

Mean Reaction Times of Correct Trials for Each Experimental Condition of Experiment 2 

 

Note. The violin plots show the distributions of the individual mean reaction times. The error 

bars represent 95% CIs for the mean comparisons of all experimental conditions, adjusted 

using Tukey’s HSD. The largest and smallest values have only one error bar, as they cannot be 

compared with a more extreme mean. The difference between conditions is significant if 

their error bars do not overlap. 

Validity Effects 

We analyzed validity effects using a linear mixed-effects model and included cue 

condition and cue-target interval as fixed factors as well as random by-participant intercepts 

into our hierarchical model comparisons. We found that a model including a significant main 

effect of cue condition fitted the data significantly better than a model without this main 
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effect, χ2(1) = 58.36, p < .001. Adding a main effect of cue-target interval to this model did not 

further improve the model fit, χ2(1) = 0.68, p = .411. Although we found no significant validity 

effect difference between cue-target intervals (short vs. long), we analyzed the validity 

effect for each cue condition (negative vs. matching orientation) and each cue-target interval 

separately. Shapiro Wilk tests for normality showed that the validity effect differences from 

zero and the validity effect difference between cue types and cue-target intervals were 

normally distributed, except for negative cues in the long cue-target interval (W = .88, 

p = .021). 

We used two-sided one-sample t tests to investigate whether validity effects of 

different cue conditions in both cue-target intervals were different from zero. As the validity 

effect for negative cues with long cue-target interval was not normally distributed, we used a 

Wilcoxon signed-rank test. However, the result of the Wilcoxon signed-rank test (Z = 31, 

p = .004) did not differ from the t test result. Therefore, for consistency, we also used a two-

sided one-sample t test for negative cues with long cue-target intervals. 

We found a significant inverse validity effect for negative cues with a long cue-target 

interval, M = −38 ms, 95% CI [−63, −12], SD = 54 ms, t(19) = −3.13, p = .011, dunb = −0.67 [−1.18, 

−0.2] and with a short cue-target interval, M = −29 ms, 95% CI [−49, −10], SD = 41 ms, 

t(19) = −3.19, p = .011, dunb = −0.69 [−1.2, −0.21]. According to our simulations, the statistical 

power was 0.73% to find a validity effect of −20 ms for negative cues in one cue-target 

interval condition as significant (α = .05). Nevertheless, the estimated achieved power to find 

a validity effect of −25 ms was 89%. Additionally, we found a significant positive validity effect 

for matching-orientation cues with a long cue-target interval, M = 64 ms, 95% CI [49, 79], 
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SD = 32 ms, t(19) = 9.01, p < .001, dunb = 1.93 [1.23, 2.78] and with a short cue-target interval, 

M = 41 ms, 95% CI [24, 58], SD = 37 ms, t(19) = 4.96, p < .001, dunb = 1.06 [0.54, 1.66]. 

We found no statistically significant validity effect difference for negative cues 

between cue-target intervals, Δ 8 ms, 95% CI [−17, 33], SD = 53 ms, t(19) = 0.68, p = 1, 

dunb = 0.15 [−0.29, 0.59]. For matching-orientation cues, the validity effect difference 

between cue-target intervals was also not significant, Δ −23 ms, 95% CI [−43, −4], SD = 42 ms, 

t(19) = −2.49, p = .062, dunb = −0.53 [−1.02, −0.08]. The validity effect difference between 

matching-orientation cues and negative cues was significant with a long cue-target interval, 

Δ −102 ms, 95% CI [−134, −70], SD = 69 ms, t(19) = −6.60, p < .001, dunb = −1.42 [−2.11, −0.83] and 

with a short cue-target interval, Δ −71 ms, 95% CI [−98, −43], SD = 59 ms, t(19) = −5.37, p < .001, 

dunb = −1.15 [−1.77, −0.61]. Figure 7 shows the validity effects for each cue condition and each 

cue-target interval for Experiment 2, with error bars representing 95% CIs. 

Re-Analysis of Validity Effects 

Additionally, we further tested whether a search-and-destroy strategy could have 

produced inverse validity effects for negative cues (cf. Moher & Egeth, 2012). Suppose the 

negative color was always automatically selected before being suppressed. In that case, 

reaction times should be shorter if a negative cue preceded the distractor with the negative 

color at the same position. Then, the selection process could be virtually omitted, and 

reaction times could be faster. Therefore, we analyzed the validity effects again but excluded 

invalid trials with the negative color distractor and cue being presented at the same position. 

Evidently, we still found substantial inverse validity effects for negative cues with a short  
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Figure 7 

Mean Validity Effects for Each Cue Condition and Each Cue-Target Interval of Experiment 2 

 

Note. The semitransparent points represent the individual mean validity effects, and the 

violin plots represent their distributions. Lines connect the values of each participant in the 

different experimental conditions. The short error bars represent the 95% CIs for the one-

sample t test against zero (grey dashed line). The long error bars represent 95% CIs for the 

comparisons between conditions, adjusted using Tukey’s HSD. The largest and smallest 

values have only one error bar, as they cannot be compared with a more extreme mean. The 

difference between conditions is significant if their error bars do not overlap. 

cue-target interval, M = −25 ms, 95% CI [−46, −4], SD = 45 ms, t(19) = −2.48, p = .047, 

dunb = −0.53 [−1.02, −0.08] and with a long cue-target interval, M = −36 ms, 95% CI [−61, −10], 

SD = 54 ms, t(19) = −2.96, p = .022, dunb = −0.64 [−1.14, −0.17]. Figure 8 shows the validity 

effects for each cue condition and each cue-target interval of Experiment 2, excluding invalid 

trials in which negative color distractors and cues appeared at the same position. 
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Figure 8 

Re-Analysis of Mean Validity Effects for Each Cue Condition and Each Cue-Target Interval of 
Experiment 2 

 

Note. We excluded trials in which the negative color distractor was presented at the same 

position as the preceding cue. The violin plots represent the distributions of the individual 

mean validity effects. The short error bars represent the 95% CIs for the one-sample t test 

against zero (grey dashed line). The long error bars represent 95% CIs for the comparisons 

between conditions, adjusted using Tukey’s HSD. The largest and smallest values have only 

one error bar, as they cannot be compared with a more extreme mean. The difference 

between conditions is significant if their error bars do not overlap. 

Error Rates 

Error rates were again analyzed with a generalized linear mixed-effects model with a 

binomial link function. We included cue condition, validity, and cue-target interval as fixed 

factors and random by-participant intercepts into our hierarchical model comparisons. We 
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found that a model including an interaction between cue condition and validity as well as a 

main effect of cue-target interval described our data significantly better than a model 

without a main effect of cue-target interval, χ2(1) = 14.22, p < .001. The model fit was yet not 

improved by adding additional interactions between the fixed factors (all p values >= .39). 

The interaction consisted of significantly higher error rates in valid compared to invalid trials 

with negative cues, M = 2.10%, 95% CI [0.46, 3.74], SD = 0.04%, t(19) = 2.68, p = .031, dunb = 0.58 

[0.12, 1.07]. In contrast, for matching-orientation cues, error rates were significantly lower in 

valid than invalid trials, M = −2.18%, 95% CI [−3.31, −1.05], SD = 0.02%, t(19) = −4.04, p = .006, 

dunb = −0.87 [−1.42, −0.37]. The significant model-based main effect of cue-target interval 

consisted of overall lower error rates in the short cue-target interval compared to the long 

cue-target interval. However, a paired two-sided t test showed that the error rate difference 

was not significant between cue-target intervals, M = −1.44%, 95% CI [−4.47, 1.59], SD = 0.06%, 

t(19) = −0.99, p = .334, dunb = −0.21 [−0.66, 0.22]. The mean error rates for each experimental 

condition of Experiment 2 are shown in Figure 9. 
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Figure 9 

Mean Error Rates of Experiment 2 

 

Note. The violin plots show the distributions of individual mean error rates. The error bars 

represent the 95% CIs for all mean comparisons, adjusted using Tukey’s HSD. There is only 

one error bar for the largest and smallest value, as they cannot be compared with a more 

extreme mean. The difference between conditions is significant if the error bars do not 

overlap. 

Discussion 

The results of Experiment 2 showed that inverse validity effects for negative cues 

were independent of cue-target interval, suggesting that suppression occurred swiftly 

without preceding attentional capture. Furthermore, from our analysis, we excluded invalid 

trials in which the distractor with the negative color was presented at the same position as 

the cue. This was done to further test for a search-and-destroy strategy as an explanation for 
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the negative cue’s inverse validity effect. For example, suppose the negative cue captured 

attention before being swiftly discarded (reactive suppression). In that case, this process 

should be faster when the distractor with the negative color appeared at the cued (already 

attended) position. Dropping these trials from the critical analyses showed an inverse validity 

effect of negative cues meaning that these particular conditions were not responsible for the 

inverse validity effect. 

Notably, a search-and-destroy strategy could also be uncovered in trials with short 

cue-target intervals when the time for suppression following initial attentional capture was 

drastically limited (cf. Moher & Egeth, 2012; Theeuwes et al., 2000). However, cue-target 

interval did not significantly modulate our results, arguing against a strategy of attending 

followed by suppression (Moher & Egeth, 2012), but, in turn, for proactive suppression 

dependent on the negative search criterion.  

Additionally, besides inverse validity effects for negative cues, we found a significant 

positive validity effect for matching-orientation cues. This pattern of results was consistently 

observed for most participants suggesting that, based on our instructions, each participant 

used both an attentional control setting to guide attention towards stimuli with the target-

matching orientation and suppress stimuli with the negative color. Noteworthy, our results 

may be limited to attentional control settings for positive and negative search criteria 

separated by dimension, here color versus orientation (Liesefeld et al., 2019; cf. Liesefeld & 

Müller, 2019). Future research may address whether participants can also up- and-down-

regulate attentional control settings for features within the same dimension. 
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So far, our evidence for selective inverse validity effects for negative cues was limited 

to the dimension of color. Therefore, we were interested in whether negative search criteria 

can guide visual attention irrespective of feature dimension. There are multiple well-studied 

guiding features of visual attention (cf. Wolfe & Horowitz, 2004; Wolfe & Utochkin, 2019). 

Nevertheless, evidence suggests they might be differently effective in top-down attentional 

control, with color usually producing the most pronounced effects (Hulleman, 2020). 

Therefore, in Experiment 3, we used orientation as a negative feature. Thereby, we aimed to 

see whether inverse validity effects indicating top-down suppression also apply to other 

guiding features of visual attention. 

Experiment 3 

Method 

Participants 

Twenty-two participants took part in this experiment in return for course credits. 

After excluding two participants due to a high error rate (Outlier 1 = 35% errors, R1 = 2.62, 

p = .093, Outlier 2 = 31% errors, R2 = 2.82, p = .033), 20 participants (13 females; MdnAge = 20 

years, range 18–31 years) were analyzed. In Experiment 3, 131 (SD = 10) valid trials across cue 

conditions remained on average. Within experimental conditions, the average ICC1 was .17, 

and the ICC2 was .98. Across experimental conditions, the ICC1 was .17, and the ICC2 was 

1.00. 
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Apparatus, Stimuli, and Procedure 

In Experiment 3, we used cue condition (negative vs. nonmatch), validity (valid 

vs. invalid), and cue-target interval (long vs. short) as independent within-subject variables. 

Except for three adjustments, Experiment 3 was identical to Experiment 2. First, we adapted 

the cueing display. All stimuli in the cueing display were grey bars with a white contour. We 

used two cue conditions (negative vs. nonmatch) and two negative orientations (right-tilted 

vs. horizontal; only one per participant, counterbalanced across participants). The negative 

cue had the negative orientation assigned at the beginning of the experiment. For example, 

for half of our participants, the negative orientation was horizontal. For the other half, the 

negative orientation was right-tilted. Negative cues were horizontal or right-tilted, 

respectively. The nonmatching cue’s orientation was different from any orientation used in 

the target display. If the negative orientation was right-tilted, the negative cue was right-

tilted, too, and the nonmatching cue was rotated by −12°. If the negative orientation was 

horizontal, the nonmatching cue was 23° rotated, and the cue distractors were left-tilted. In 

both cases, all nonsingletons in the cueing displays were horizontal. Second, we used two 

target color conditions (red vs. green) that were counterbalanced across participants. In 

both target color conditions, the target display consisted of two red and two green bars. The 

target and the negative orientation distractor consistently had the same color (e.g., red),  
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Figure 10 

Illustration of a Valid Trial with Negative and Nonmatching Cues in Experiment 3 

 

Note. The stimuli are drawn to scale, but the display is cropped. In both depicted designs, the 

target is red and tilted. Participants were told to report the gap position of the white ring 

surrounding the target. 

while the other two bars had the remaining color (e.g., green). If the negative orientation 

distractor was horizontal, two right-tilted bars and one vertical bar were presented in the 

target display. If the negative orientation distractor was right-tilted, two of the remaining 

three bars were left-tilted, and one was vertical. Lastly, we presented all stimuli in the target 

display for 400 ms to facilitate perception of the different orientations. Participants searched 
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for a color-defined target (red vs. green; counterbalanced across participants) that was 

either not right-tilted or not horizontal (also balanced across participants). For example, we 

instructed them to search for the nonhorizontal red bar. The target changed its orientation 

from trial to trial and had the same color as the negative orientation distractor. For example, 

if the target was red and not horizontal, it could be left-tilted or vertical. Thus, the target 

could neither be found by its color nor by a single orientation. As in Experiments 1 and 2, 

participants were told to report the gap position in the white ring surrounding the target by 

pressing the corresponding arrow key. 

Before data acquisition started, participants practiced until they accomplished at least 

80% accuracy. Each participant completed 1,152 trials with five self-paced breaks in between. 

The procedure of Experiment 3 is shown in Figure 10. 

Results 

Too fast reaction times and timeouts (0.98%) as well as wrong trials (7.35%) were 

removed from further data analysis. 
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Reaction Times 

Reaction times were analyzed using a linear mixed-effects model and we included cue 

condition, validity, cue-target interval, and negative orientation3 as fixed factors and random 

by-participant intercepts into our hierarchical model comparisons. A model including an 

interaction between cue condition and validity fitted our data significantly better than a 

model with only main effects of these fixed factors, χ2(1) = 7.77, p = .005. Adding a main 

effect of negative orientation to this interaction model further improved the model fit, χ2(1) 

= 5.68, p = .017, as well as adding an additional main effect of cue-target interval, χ2(1) = 

22.79, p < .001. Thus, the best fitting model consisted of a significant interaction between cue 

condition and validity as well as main effects of negative orientation and cue-target interval. 

The significant interaction was driven by different validity effects between cue conditions 

(see Validity Effects analysis). The main effect of cue-target interval was due to faster 

reaction times in the short cue-target interval compared to the long cue-target interval. 

However, a paired two-sided t test showed this model-based reaction time difference 

between cue-target intervals was not significant, M = −12 ms, 95% CI [−76, 52], t(19) = −0.39,  

 

3 Evidence suggests that within the color dimension, attentional control settings for distinct 

feature values (e.g., red and blue) are similarly effective (e.g., Ansorge & Becker, 2014; Irons 

et al., 2012). In contrast, studies have shown that for orientations, search performance can 

vary substantially depending on the searched-for orientation on the one hand (Appelle, 1972; 

Kong et al., 2017) and singleton-nonsingleton differences on the other hand (Treisman & 

Gormican, 1988). 
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Figure 11 

Mean Reaction Times of Correct Trials for Each Experimental Condition of Experiment 3 

 

Note. The violin plots represent the distributions of the individual mean reaction times. The 

error bars represent 95% CIs for the mean comparisons of all experimental conditions, 

adjusted using Tukey’s HSD. There is only one error bar for the largest and smallest value, as 

they cannot be compared with a more extreme mean. The difference between conditions is 

significant if their error bars do not overlap. 

p = .700, dunb = −0.08 [−0.52, 0.35]. Additionally, an unpaired two-sided t test showed that the 

main effect of negative orientation was driven by significantly slower reaction times when 
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the negative orientation was right-tilted compared to horizontal, M = 78 ms, 95% CI [13, 144], 

t(17.88) = 2.51, p = .022, dunb = 1.05 [0.13, 1.94]. The mean reaction times of correct trials for 

each experimental condition of Experiment 3 are shown in Figure 11. 

Validity Effects 

Validity effects were analyzed with a linear mixed-effects model and we included cue 

condition, negative orientation and cue-target interval as fixed factors and random by-

participant intercepts into our hierarchical model comparisons. A model including a main 

effect of cue condition (negative vs. nonmatch) described the data significantly better than a 

model without this main effect, χ2(1) = 10.19, p = .001. However, the model fit was not further 

improved by adding a second main effect of cue-target interval (long vs. short) or negative 

orientation (horizontal vs. right-tilted), all p values >= .213. 

Shapiro Wilk tests for normality showed that the validity effects for negative cues 

(W = .93, p = .173) and nonmatching cues were normally distributed (W = .97, p = .793). 

Additionally, the validity effect difference between negative and nonmatching cues was 

normally distributed, too (W = .98, p = .956). 

In this experiment, the estimated achieved statistical power to find a validity effect of 

−20 ms as significant (α = .05) was 0.97%. We found a significant inverse validity effect for 

negative cues, M = −16 ms, 95% CI [−22, −9], SD = 14 ms, t(19) = −4.91, p < .001, 

dunb = −1.05[−1.65, −0.53]. In contrast, we found no significant validity effect for nonmatching 

cues, M = 0 ms, 95% CI [−7, 8], SD = 16 ms, t(19) = 0.12, p = 1, dunb = 0.03 [−0.41, 0.47]. 

Furthermore, we found a significant validity effect difference between negative cues and  
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Figure 12 

Mean Validity Effects for Each Cue Condition of Experiment 3 

 

Note. The violin plots represent the distributions of the individual mean validity effects. The 

short error bars represent the 95% CIs for the one-sample t test against zero (grey dashed 

line). The long error bars represent 95% CIs for the comparisons between conditions, 

adjusted using Tukey’s HSD. The largest and smallest values have only one error bar, as they 

cannot be compared with a more extreme mean. The difference between conditions is 

significant if their error bars do not overlap. 

nonmatching cues, Δ −16 ms, 95% CI [−27, −6], SD = 23 ms, t(19) = −3.19, p = .005, dunb = −0.68 

[−1.2, −0.21]. Figure 12 shows the validity effect for each cue condition of Experiment 3 with 

error bars representing 95% CIs. 

Error Rates 

Error rates were analyzed using a generalized linear mixed-effects model with a 

binomial link function. We included cue condition, validity, negative orientation and cue-
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target interval as fixed factors, and random by-participant intercepts into our hierarchical 

model comparisons. We found that a model including a main effect of negative orientation 

described our data significantly better than the null model, χ2(1) = 11.06, p = .001. Adding a 

main effect of cue-target interval further improved the model fit, χ2(1) = 28.89, p < .001. An 

unpaired two-sided t test showed that error rates were significantly lower if the negative 

orientation was right-tilted compared to when it was horizontal, M = −6.98%, 95% CI [−12, 

−1.96], t(19) = −3.13, p = .012, dunb = −1.47 [−2.42, −0.48]. Although participants’ performance 

was worse if the cue-target interval was long compared to when it was short, a paired two-

sided t test showed that this error rate difference was not significant, M = -1.83%, 95% CI 

[−4.72, 1.07], SD = 0.06%, t(19) = −1.32, p = .203, dunb = −0.28 [−0.74, 0.16]. The model fit was no 

further improved by adding additional effects or fixed factors (all p values >= .05). The mean 

error rates for each experimental condition of Experiment 3 are shown in Figure 13. 

Discussion 

In Experiment 3, we replicated our main findings of Experiments 1 and 2 but with 

orientation as a negative feature. Again, we found significant inverse validity effects for 

negative cues while task-irrelevant, nonmatching orientation cues were ignored. Also, the 

cue-target interval did not modulate these effects. Thus, these findings indicate that 

negative orientation cues were also swiftly suppressed depending on an attentional control 

setting induced by the negative search criterion. 
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Figure 13 

Mean Error Rates of Experiment 3 

 

Note. The violin plots show the distributions of the individual mean error rates. The error bars 

represent the 95% CIs for all mean comparisons, adjusted using Tukey’s HSD. There is only 

one error bar for the largest and smallest value, as they cannot be compared with a more 

extreme mean. The difference between conditions is significant if the error bars do not 

overlap. 

In Experiment 3, between participants, we used two different negative orientations 

because we were interested in whether orientations differ in their ability to allow top-down 

suppression. For example, research suggests that implementing attentional control settings 

for orientations is more difficult centered around 45° than cardinal (90° or 0°) orientations 

(Kong et al., 2017). In line with this observation, we found overall faster responses for 

negative horizontal than right-tilted orientations. Additionally, error rates were significantly 

higher with targets defined as not right-tilted. This result indicates that it might be easier to 

suppress horizontal than right-tilted orientations, similar to evidence for searching different 
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orientations (Appelle, 1972). Nevertheless, in contrast, the inverse validity effects of the 

differently oriented negative cues were similar. Finally, Experiment 3 supports the conclusion 

that negative search criteria guide visual attention irrespective of feature dimension through 

top-down suppression. 

General Discussion 

In three experiments, we found that cues matching a negative search criterion elicited 

inverse validity effects. These results provide novel evidence for top-down guided 

suppression of visual attention. Features that negatively define a target and are necessary to 

solve a search task are incorporated as guiding features in attentional control settings, 

leading to selective suppression of these features. In contrast, cues with task-irrelevant 

features (e.g., possible-target-color cues and nonmatching cues in Experiment 1 and 

nonmatching cues in Experiment 3) produced no significant validity effects. Importantly, the 

inverse validity effects elicited by cues matching a negative search criterion were 

significantly lower (i.e., more inverted) than the (nonsignificant) validity effects elicited by 

nonmatching cues. Additionally, the validity effects did not vary as a function of the cue-

target interval. They were similar with a cue-target interval of 200, 150, and 60 ms. This 

finding argues against a search-and-destroy process, but for proactive suppression, which is 

task-dependent and arguably a process similar to other forms of proactive control of the 

capture of attention that are the same for different cue-target intervals (Folk et al., 1992; 

Remington et al., 2001). 
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Possible alternative processes accounting for inverse validity effects 

Object-updating costs cannot explain inverse validity effects of negative cues 

Noteworthy, inverse validity effects have been observed before in standard 

contingent-capture studies (e.g., Belopolsky & Theeuwes, 2010; Folk & Remington, 2008; 

Goller et al., 2020; Schoeberl et al., 2019). Sometimes, such inverse validity effects were 

attributed to same-location costs, mainly understood as the consequence of updating stored 

information about the target in visual working memory (Carmel & Lamy, 2014). However, 

suppose the present inverse validity effects of negative cues reflected such object-updating 

costs. In that case, they should have occurred for nonmatching cues that differed from 

targets as well. However, our nonmatching cues in Experiments 1 and 3 (and possible-target-

color cues in Experiment 1) produced no significant inverse validity effects and, thus, their 

validity effects were significantly higher than the inverse validity effects elicited by the 

negative cues. Moreover, short cue exposure durations such as 50 ms usually prevent same-

location costs (Carmel & Lamy, 2015), rendering this alternative explanation of our results 

unlikely in the first place. 

The role of experience and habituation in task-dependent suppression 

Theoretically, implicit processes (e.g., statistical learning, experience with the 

negative feature, or habituation) could have produced inverse validity effects for negative 

cues. However, as we discuss in the following, they are unlikely to explain our results. 

First, it has been shown that participants can learn to suppress consistent task-

irrelevant distractor features over time (Chang & Egeth, 2019; Stilwell et al., 2019; Stilwell & 
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Vecera, 2019b, 2020). Moreover, such experience-driven suppression of distractors might 

evolve within only 24 trials (Vatterott & Vecera, 2012), which equals the minimum number of 

practice trials in our study. Thus, for example, as we started data acquisition only after the 

practice trials were completed, inverse validity effects could potentially reflect learned 

suppression. However, to date, evidence for experience-based suppression is limited to 

irrelevant distractors (for a review, see Moorselaar & Slagter, 2020), suggesting that 

participants can learn to suppress features unnecessary for a current task. In contrast, our 

negative search criterion was a task-relevant feature crucial for accomplishing the task. To be 

precise, even at the experiment’s beginning, when participants had no experience with the 

negative feature, they had to rely on the negative search criterion to find the target. 

Moreover, suppression of negative features unlikely resulted from habituation, a process 

independent of an observer’s intention that serves to ignore known irrelevant sensory input 

(Chelazzi et al., 2019; Rankin et al., 2009; Thompson, 2009). 

To sum up, implicit processes could have contributed to inverse validity effects of 

negative cues, albeit not in the sense that they triggered feature-selective suppression per 

se. However, it might take some trials to implement an attentional control setting to 

suppress a negative feature (Vecera et al., 2014). For example, some practice might be 

necessary until participants can effectively use the negative search criterion, which is 

possibly less intuitive to implement than a positive search criterion. We addressed this 

possibility with exploratory block analyses for validity effects of each experiment. Thereby, 

we aimed to investigate whether proactive suppression of a negative feature was present 

already at the beginning of an experiment or built up over time. Overall, these exploratory 
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analyses showed that inverse validity effects for cues with the negative feature were present 

throughout the experiment and were not significantly modulated by experience. However, 

we want to point out that we did not design the experiment for investigating the time 

course of validity effects. Therefore, the statistical power to find significant effects at the 

level of single blocks was too low to draw reliable conclusions. Nevertheless, Figures 16, 17, 

and 18 in the Appendix show the plotted blocked validity effects for each experiment to give 

a visual impression of the time course of validity effects. 

Examining the role of practice for implementing attentional control settings for 

negative search criteria in detail is, thus, left to future studies. Additionally, it would be 

interesting to see whether multiple negative search criteria can flexibly guide visual 

attention, similar to positive ones (Lien et al., 2010). The experimental design used in the 

current study provides a starting point for future research on this topic. 

Possible influence of low spatial cue-target regularities on suppression of negative cues 

Additionally, participants could have picked up upon the low spatial cue-target 

relation (only 25% of all trials were valid), therefore, suppressing the cued position. However, 

this type of position suppression cannot explain the stronger inverse validity effects for 

negative cues. To note the position contingencies were identical for each cue type. Thus, 

attentional suppression based on spatial cue-target position relations should have occurred 

with all cue types. However, in Experiment 2, cues with the target-matching orientation 

produced standard contingent-capture effects (Folk & Remington, 1998; Folk et al., 1992), 

while no significant validity effect was elicited by nonmatching cues (Experiments 1 and 3). 
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At the same time, negative cues still elicited inverse validity effects. Thus, our results do not 

support a general influence of cue-target position regularities on suppression. 

Proactive versus reactive suppression of features matching a negative search criterion 

While attentional control processes can be classified as proactive or reactive (Braver, 

2012), this dichotomy is also applied to evidence on suppression (Chelazzi et al., 2019; 

Moorselaar & Slagter, 2020). On the one hand, reactive suppression supports goal-directed 

behavior through swiftly rejecting an irrelevant distractor after its onset and initial 

attentional capture (Moorselaar & Slagter, 2020). On the other hand, proactive suppression 

operates in anticipation of a to-be-ignored distractor’s onset (Chelazzi et al., 2019; Noonan et 

al., 2018). In the current study, three aspects support the notion that negative features were 

proactively suppressed contingent on a corresponding negative search criterion. 

First, our participants searched for a target consistently defined by a negative search 

criterion. Notably, consistent distractor features usually evoke (tonic) proactive suppression, 

whereas frequently changing distractor features are mainly reactively suppressed (Noonan 

et al., 2018). Second, our tasks required participants to maintain the task-relevant negative 

feature throughout the experiment, thus, promoting proactive attentional control (Braver, 

2012). Third, we would have most likely uncovered a search-and-destroy strategy in the short 

cue-target interval conditions of Experiments 2 and 3 (Moher & Egeth, 2012). Nevertheless, 

we did not find evidence supporting that participants initially attended the negative feature. 

Moreover, Ansorge and Heumann (2003) and Ansorge and Horstmann (2007) showed that 

even with cue-target intervals of 0 ms, attentional allocation is proactively determined by 
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top-down control settings (see also Burnham, 2020; Chen & Mordkoff, 2007; for evidence 

from very short cue-target intervals). Based on these observations with positive features, 

participants might have proactively applied suppression dependent on the usage of a 

negative search criterion. However, future research may address this issue with, for example, 

electrophysiological measures that provide a higher temporal resolution and tentatively 

supported the idea of proactive suppression (cf. Hopf et al., 2000). Moreover, it has been 

shown that anticipated task-relevant distractor features cannot be proactively suppressed if 

they randomly change from trial to trial (de Vries et al., 2019). For example, de Vries et al. 

(2019) also used cues with a task-relevant negative color that informed participants about 

which color the upcoming target would not have. However, their study’s results supported 

the notion that to-be-suppressed features initially attract visual attention automatically 

before being discarded. Possibly, it takes some trials to establish an attentional control 

setting to suppress a specific feature that subsequently guides visual attention proactively. 

Otherwise, a to-be-suppressed feature might invite a search-and-destroy strategy even if it is 

not optimal for accomplishing the current task goal. Therefore, it would be interesting to 

compare top-down suppression between consistent versus frequently changing negative 

search criteria. 

How do negative search criteria influence the attentional selection process? 

Current research suggests that observers’ task goals, among other sources of 

selection biases, modulate the attentional signals on a spatial priority map that guides visual 

attention (cf. Awh et al., 2012; Wolfe, 2021). For example, visual attention may be guided 

towards high-priority spatial locations where task-relevant features are represented. In 
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contrast, negative search criteria may bias attentional allocation top-down through 

selectively de-prioritizing matching features. As a result of top-down de-prioritization, visual 

processing might be impaired at the location of a feature matching the negative search 

criterion (cf. Chelazzi et al., 2019). In addition, following this logic, target detection should be 

delayed if a cue with the negative feature precedes the target at the same de-prioritized 

position, resulting in slower reaction times. In contrast, reaction times should be faster when 

the target is presented at an unsuppressed position with neutral priority (spatially invalid 

negatively cued trials). Therefore, the inverse validity effects elicited by negative cues could 

arise due to the de-prioritization of the negative search criterion’s position (cf. Hickey et al., 

2009). 

Notably, attentional control settings induced by a negative search criterion might bias 

visual attention to be directed away from these features or locations showing these 

features. Yet, negative search criteria might not bias the attentional selection process in an 

additional (positive) way towards another particular feature or position. This assumption is 

based on the overall observation that in our Experiments 1 and 3, reaction times were slower 

in valid trials with negative than nonmatching cues. At the same time, reaction times did not 

substantially differ between invalid trials (neutral-priority positions) with negative and 

nonmatching cues. Suppose negative search criteria biased attention away from matching 

features and simultaneously guided attention towards other unsuppressed features or 

locations. In that case, we might have observed faster reaction times in invalid trials with 

negative than nonmatching cues, which was not found. Therefore, our results indicate that 

negative features or positions with negative features were selectively suppressed. At the 
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same time, visual processing of other features at other stimulus positions was seemingly not 

facilitated in turn. In other words, task-dependent suppression of a specific feature or such a 

feature’s location does not appear to provoke faster than baseline selection of another 

feature or position with neutral priority. 

Furthermore, our results suggest that participants could not control the suppression 

of negative cues. This assumption is based on slower reaction times in valid than invalid trials 

with negative cues. Notably, why would participants suppress an uninformative cue’s 

position if they could do differently? Moreover, why would they do so if the cued position 

could be the target position, and suppression would be detrimental to the current task goal? 

Based on these considerations, negative search criteria seem to elicit involuntary 

suppression of locations, where the negative features are presented (cf. Folk et al., 1992). 

Finally, it is also possible that not all our validity effects occurred directly in response 

to the cues. Similar to older interpretations of validity effects as reflecting processes in the 

target displays (cf. Shiu & Pashler, 1994), researchers recently suggested that some validity 

effects could also reflect processes following the target’s onset, during target search, and 

dependent on the difficulty of target search (Yaron & Lamy, 2021). Thus, in line with the 

priority-accumulation framework by Yaron and Lamy (2021), the spatial de-prioritization 

induced by our negative features might not solely reflect cue-elicited suppression. Instead, 

our suppression effects could have partially emerged in the target display. 
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Relation to bottom-up capture by salient singletons 

In all experiments, we used singleton cues that were theoretically eliciting attentional 

capture by their salience alone. However, we did not observe stimulus-driven capture for any 

cue type. (Note that in Experiment 2, the feature-match between cue and target rather than 

the cue’s salience determined attentional capture by matching-orientation cues). Moreover, 

our negative singleton cues produced inverse validity effects. However, recent research 

suggests that top-down processes can only override a singleton’s attentional capture with 

relatively low salience (Wang & Theeuwes, 2020), which might apply to our cues. For 

example, Wang and Theeuwes (2020) showed that task-irrelevant singletons could be 

suppressed in search arrays of four stimuli. On the contrary, increasing the set size to six led 

to salience-driven attentional capture by singleton-distractors. Although this might explain 

why we did not find a significant validity effect for nonmatching (task-irrelevant) cues, the 

significantly more negative (inverse) validity effects elicited by the equally low salient 

negative cues cannot be explained with bottom-up processes but indicates a top-down 

influence on attentional guidance. 

Conclusion 

Research has shown that suppression comprises multiple distinct processes that 

ultimately support goal-directed behavior. However, in visual search, previous studies were 

mainly concerned with examining how task-irrelevant distractors can be suppressed. In this 

study, we investigated whether task-relevant negative search criteria can guide visual 

attention in a top-down manner. Based on our results, we conclude that features necessary 

to accomplish a task can be selectively suppressed depending on the observer’s search goal. 
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To summarize, our study extends the understanding of visual attentional guidance as 

exclusively facilitating visual processing to feature-selective suppression contingent on 

search goals. 
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Appendix 

Simulation Approach to Estimate the Achieved Statistical Power 

We conducted simulations to estimate the achieved statistical power of our 

experiments. Thereby, we aimed to see whether our experiments had sufficient statistical 

power to find a validity effect of −20 ms as significant and, thus, whether our results were 

reliable. (We decided for a validity effect of −20 ms as the minimum effect size of interest.) 

First, we normalized each participant’s reaction times in each experimental condition. Due to 

this normalization of reaction times, individual and between-condition reaction time 

differences were removed without changing the actual reaction time distribution. Second, 

we made the normalized reaction time values more realistic by adding the general mean 

reaction time to the normalized reaction times. Third, we randomly drew values from these 

reaction times with replacement to simulate the reaction times. Fourth, we implemented the 

validity effect by adding 20 ms to the drawn reaction times in the experimental condition 

with valid targets and negative cues. Notably, we also simulated our data’s variance by 

adding a random number drawn from a normal distribution to each participant’s mean 

parameter of the distribution. Additionally, we implemented a variance between the 

experimental conditions within each participant by adding a random number drawn from a 

normal distribution. Thereby, our simulated data resembled our actual data regarding 

measurement precision and the standard deviation of the validity effect. Also, the number of 

simulated trials per participant and experimental condition matched those of our actual 

experiments to account for the exclusion of fast guesses, timeouts, and wrong answers. 

After simulating the data, we calculated a validity effect for each experiment’s respective 
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cue conditions. Based on the resulting data, we conducted a two-sided one-sample t test to 

test whether the validity effect differed significantly from zero. The statistical power was the 

relative frequency of tests in which we found the simulated effect (an inverse validity effect 

of 20 ms) as significant in 1,000 simulations. This statistical power provides an estimation of 

the achieved power in the actual experiment. 

Mean Reaction Times and Validity Effect for Each Negative Color Condition of Experiment 1 

The mean reaction times of correct trials for each experimental condition and each 

negative color condition of Experiment 1 are shown in Figure 14. Figure 15 shows the mean 

validity effects for each negative color condition and cue condition of Experiment 1. 
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Figure 14 

Mean Reaction Times of Correct Trials for Each Experimental Condition and Each Negative Color 
Condition of Experiment 1 

 

Note. The violin plots show the distribution of the individual mean reaction times. The error 

bars represent 95% CIs for the mean comparisons within each negative color condition, 

adjusted using Tukey’s HSD. There is only one error bar for the largest and smallest value, as 

they cannot be compared with a more extreme mean. The difference between conditions is 

significant if their error bars do not overlap. 
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Figure 15 

Mean Validity Effects for Each Negative Color Condition and Cue Condition of Experiment 1 

 

Note. The violin plots represent the distribution of the individual mean validity effects. The 

short error bars represent the 95% CIs for the one-sample t test against zero (grey dashed 

line). The validity effect difference between cue types is significant if the long error bars do 

not overlap. There is only one long error bar for the largest and smallest value, as they 

cannot be compared with a more extreme mean. 

Time Course of Validity Effects and Mean Accuracy 

We aimed to provide further insight into how attentional control settings for negative 

features are maintained and applied over time. For example, several studies suggested that 

active suppression of colors requires learning or practice (Cunningham & Egeth, 2016; Stilwell 

et al., 2019; Stilwell & Vecera, 2019a, 2019b; Vatterott & Vecera, 2012). Consequently, we were 

interested in how the overall mean accuracy and validity effects of each cue condition 
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evolved during the experiment. Therefore, we divided the trials into blocks of equal size (216 

trials per block in Experiment 1, 144 trials per block in Experiments 2 and 3) and then 

calculated the validity effect for each cue condition and block. The accuracy was calculated 

per participant and trial as the relative frequency of correct answers in the previous 30 trials. 

Therefore, the accuracy was calculated only starting with the 31st trial. Then we calculated 

the mean accuracy per trial across participants. Notably, we did not conduct further 

statistical analyses on the blocked data due to the limited number of observations in each 

experimental condition per block. Nevertheless, we were interested in apparent trends of 

validity effects indicative of practice effects on attentional control settings for negative 

features or participants adopting a different search strategy over time (e.g., searching for 

the target by its possible target colors).  

In Experiment 1, inverse validity effects for negative cues were equally evident 

throughout the experiment. In contrast, possible target-color and nonmatching cues 

produced overall neutral validity effects during the whole experiment. These exploratory 

results did not indicate that suppression depended on extended practice with the negative 

color or that participants switched to search for the target by its colors. Therefore, we found 

at least no counter-evidence against the assumption that suppression depended directly on 

the negative search criterion used to find the target. For Experiment 1, the mean validity 

effects per block and the continuous general mean accuracy are shown in Figure 16. 
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Figure 16 

Time Course of the General Mean Accuracy and Validity Effect in Each Cue Condition of 
Experiment 1 

 

Note. The right y-axis shows the mean accuracy (red line) throughout the experiment, 

excluding the first 30 trials. For each cue condition, colored lines and points show the mean 

validity effects of one block with 216 trials. Validity effects were calculated for each of eight 

blocks in the blue negative color condition (1,440 trials) and each of six blocks in the red and 

green negative color condition (864 trials). 

Figure 17 shows the continuous general mean accuracy and the mean validity effects per cue 

condition in both cue-target interval conditions of Experiment 2 for blocks á 144 trials. 

Consistent with the primary analysis, analyzing the validity effects over time showed that 

negative cues were suppressed while matching-orientation cues captured attention  
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Figure 17 

Time Course of the Mean Accuracy and Validity Effects in Each Cue Condition per Cue-Target 
Interval of Experiment 2 

 

Note. Condition (below x-axis) refers to the respective cue and cue-target interval conditions. 

The right y-axis shows the mean accuracy (red line) throughout the experiment, excluding 

the first 30 trials. For each cue condition in each cue-target interval condition, colored lines 

and points show the mean validity effects of one block á 144 trials.  

throughout the experiment. For Experiment 3, Figure 18 shows the continuous general mean 

accuracy and the validity effects of each block per cue condition. 
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Figure 18 

Time Course of the Mean Accuracy and Validity Effects for Each Block and Cue Condition of 
Experiment 3 

 

Note. The right y-axis shows the mean accuracy (red line) throughout the experiment, 

excluding the first 30 trials. For each cue condition, colored lines and points show the mean 

validity effects of one block, including 144 trials. 

Overall, these exploratory block analyses show that inverse validity effects for 

negative cues were present even at the beginning of the experiment. These observations 

suggest that attentional control settings to suppress the negative feature were instantiated 

through our instructions and did not depend on experience with the negative search 

criterion. However, in contrast to Experiments 1 and 2, the block analysis of Experiment 3 

could indicate that inverse validity effects for negative orientation cues depended more on 

experience with the negative orientation compared to color. This assumption is based on 
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somewhat inconsistent validity effects in the first blocks but more pronounced inverse 

validity effects in later blocks. Although this finding must be interpreted with caution due to 

the small number of observations per block, it could reflect differences between color and 

orientation as attentional guiding features. For example, it has been suggested that 

participants might only use orientation as a guiding feature if color is not available as a 

sufficient target feature (Anderson et al., 2010; Hulleman, 2020). Possibly, participants only 

proactively suppress an orientation if color cannot be used to find the target. As our target in 

Experiment 3 was conjunctively defined by a negative orientation and a (positive) color, 

participants might have tried to focus on the target's color instead of using the negative 

orientation to find the target. Only over time, participants might have realized that the 

negative orientation was task-relevant and, thus, engaged in proactively suppressing the 

negative orientation. However, future research is needed to test possible dimensional 

differences between color and orientation in top-down proactive suppression. 
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